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Comprehensive numerical studies of thermal management of data centers were presented by several
investigators for different geometric and operating conditions of data centers. In the present work, a tech-
nical note regarding the effect of the computer room air conditioning (CRAC) units layout arrangements is
presented. Two arrangements of CRAC units layouts are investigated; namely locating CRACs units in line
with the racks row and locating the CRACs units perpendicular to the rack row. Temperature distribu-
tions, air flow characteristics particularly air recirculation and bypass and thermal management in data
centers are evaluated in terms of the measureable overall performance parameters: supply/return heat
indices (SHI/RHI) and return temperature indices (RTI). The results showed that locating CRAC units per-
pendicular to the racks row has the following effects: (i) enhances the uniformity of the air flow from the
perforated tiles along the rack row, (ii) reduces the hot air recirculation at the ends racks of the row and
the cold air bypass at the middle rack of the row and (iii) enhances the data center performance param-
eters RTI, SHI and RHI.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

Increasing data centers servers density, reducing servers sizes
and maintaining energy efficiency represent a challenge of the
air conditioning designer of data centers. Efficient air distribution
and thermal management in data centers are the key factors to
solve this challenge. In recent years, energy consumption by data
centers servers and their cooling system was doubled leading to
a critical concern of the electricity usage [1]. The increase of ser-
ver’s power density led to the increase in energy consumption of
cooling systems to approximately 40% of data center’s energy con-
sumption [2,3]. Hot air recirculation and cold air bypass around the
server’s racks are the main problems to reliable operation and
energy consumption of data centers (see Fig. 1).

Servers located at the bottom of servers racks are expected to
receive cold air and servers located at the top of racks and ends
of racks row may receive hot recalculated (see Fig. 1). Hot air
recirculation results in high server’s intake air temperature leading
to hot spots in servers. Typically, pushing more air flow through
the perforated tile or lowering the tile air flow temperature is used
to avoid high servers intake temperature. In this case, the bottom
servers will be over-cooled resulting in wasted cooling energy.
Maintaining efficient airflow distribution for cooling of IT servers
can provide high cooling efficiency with minimal effort. Servers
racks and CRAC units layout arrangements strongly affect air flow
and temperature distribution inside the data center.

Most of recent data centers studies are devoted to solve hot air
recirculation problem and minimize cooling system energy con-
sumption. There is a recent interest in performing data center stud-
ies using CFD tools validated with experimental data. Kang et al.
[4] showed that a simple model of the volume of data center raised
floor using the technique of flow network modeling (FNM) can pre-
dict the air flow distribution exiting from the various tiles. Schmidt
et al. [5] numerically investigated the effect of raised-floor plenum
depth and percentage of tiles perforation area on airflow rates
through the perforated tiles for different arrangement of data cen-
ter. They showed that 20% opening ratio and 60 cm plenum depth
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Fig. 1. Example of a typical data center [3].
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leads to data center optimum performance. Karki et al. [6] pre-
sented a CFD model for predicting perforated tiles airflow rates
in raised-floor data centers. To limit the calculation to only the
raised floor space, the pressure in the space above the raised floor
is assumed to be uniform. Abdelmaksoud et al. [7] reported that
including of correct tile flow model, buoyancy, and realistic turbu-
lent boundary conditions in the model are strongly improve data
centers CFD simulation results. A momentum source model for tile
flow was developed to correct mass and momentum modeling of
air jets from the perforated tiles. Kim [8] presented a CFD study
for air flow distribution in data centers for fan-assisted floor tiles
and floor tiles with louvers. The fan-assisted tile was used to
enable a variable local tile flow rate. The study recommended a
control system for the active tile to avoid hot spots at a particular
severs of the racks. Schmidt and Cruz [9] studied the effect of the
distribution of airflows exiting the perforated tiles on rack inlet
air temperatures. A computational fluid dynamics (CFD) tool called
Tileflow (trademark of Innovative Research, Inc.) was used to gen-
erate the flow distribution exiting the perforated tiles. The effects
of raised floor depth and perforated tile-free areas on rack inlet
temperatures were also investigated. Cho et al. [10] conducted
CFD simulation analysis in order to compare the heat removal effi-
ciencies of various air distribution systems in a high heat density
data center. Schmidt [11] numerically studied the effect of data-
center design parameters of actual data center floor plans on the
uniformity of the perforated tile airflow using CFD model verified
by experimental test data. It was found that decreasing the plenum
depth leads to a reverse flow at perforated tiles near the CRAC
units. Bhopte et al. [12] conducted a numerical parametric study
to the effect of plenum depth, floor tile placement and ceiling
height on the air flow distribution and thermal management of
12 kW racks power density. Karki et al. [13,14] used an idealized
one-dimensional CFD model to study the effects of plenum depth
and the opening ratio of the perforated tiles on the airflow distri-
bution. The results showed significant variations in airflow distri-
bution when changing plenum height or tile open areas. Sharma
[15] studied the effects of cold aisle and hot aisle widths and ceil-
ing space on data centers thermal performance. The study showed
that data centers can be optimized not only based on geometric
parameters but also based on heat loads using the non-
dimensional parameters supply heat index (SHI) and return heat
index (RHI) to evaluate the thermal design and performance. Ibra-
him [16] conducted numerical study to investigate the effects of
power density and IT servers thermal mass on airflow and thermal
management of data center. The results showed that servers mass
dictates how slowly or quickly the facility temperature rises or
falls. More recently, Nada et al. [17–24] presented comprehensive
numerical and experimental studies suing scale physical model to
investigate the effects of power density, floor tiles opening ratio,
lateral space between the CRAC unit and cold aisle, power loading
conditions of servers and the using of cold aisles containments and
partitions on the uniformity of the air flow, cold air bypass and hot
air recirculation, temperature distribution around the servers of
the racks, and the thermal management performance parameters
(RTI, SHI, RHI and RCI). It was shown that (i) using cold aisle parti-
tions with raised floor decreases the recirculation and bypass of air
flow around the middle and first racks in a rack row, respectively
and improves the performance of data center cooling system, (ii)
using control of servers fans speeds improve the data center per-
formance parameters and eliminate the possibility of hot spots
existence.

The current literature illustrates that studies on the effects of
CRAC units location, layout and arrangements inside the data cen-
ter on air distribution, temperature distribution and thermal man-
agement of data centers are not available. In the present technical
note, the effects of CRAC units layout arrangements on the air flow
characteristics and thermal performance of the data centers are
investigated. Supply/return heat indices (SHI/RHI) and return tem-
perature indices (RTI) are used as measureable performance
parameters of data center.

2. Physical model

A raised floor data center room of dimensions
6.71 m � 5.49 m � 3.0 m is considered as the physical models of
the present study. The data center houses 14 servers racks, each
dissipating power of 3.5 kW. The racks are arranged in two rows
with a spacing 1.22 m between the two rows. The racks rows are
arranged to be at 1.22 m distance from the room wall. Typical
raised floor plenum of depth 0.6 m and perforated tiles of size
0.6 m � 0.6 m with an opening ratio of 25% are used for the analy-
ses. Fourteen perforated tiles are used in the cold aisle to provide



Table 1
Boundary conditions for physical model.

Boundary condition Symbol Formula Value

Air inlet velocity U0 – 1.0 m/s
Air flow rate from tiles Qt Qt = U0 Atile 0.294 m3/s
Air inlet temperature T0 – 12.0 �C
Air flow rate through server Qs Qs = Qt/4 0.0735 m3/s
Server heat generation Ps Ps = q cp Qs DT 875.0 W
Tile opening ratio rt – 25.0%
Rack porosity rr – 35.0%
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the supply cold air to the 14 racks. Two CRACs units are used to
supply cold air to the plenum of data center. Two layout arrange-
ments (Layout 1 and 2) of the CRAC units in the data centers are
investigated. Fig. 2 shows these two arrangements. In layout 1,
the CRAC units are located in the two opposite sides of the data
center to be in line with the racks row. In layout 2, the two CRACs
units are located in the other sides of the data center to be perpen-
dicular to the racks row. The total cooling capacity of the CRACs
unit(s) in the two arrangements are the same.

The CRACs units discharge the cold air at 12 �C to the plenum
underneath the raised floor. All tiles are assumed to give the air
flow rate to the racks at the same temperature (12 �C) and inlet
velocity 1 m/s. The cold air pass through the racks to cool it. The
hot air discharged from the rack servers flows out from the room
through ceiling vents. Table 1 gives the boundary conditions for
the physical model. The heat generation is estimated using the ser-
ver flow rate and the air temperature difference across the server
(approximately 10.19 �C [2]).
3. Mathematical formulation, numerical techniques and model
validations

The governing equations (mass, momentum and energy equa-
tions) [17], boundary conditions given in the above sections and
numerical solution techniques using finite volume discretization
and considering were applied to solve the resulting coupled partial
differential equations with in the three-dimensional data center
computational domains. The results simulate fluid flow, tempera-
ture distribution and heat transfer in the physical model. CFD-
Fluent-Solver is used for simulation. All simulations were run with
the k-Epsilon turbulence model and the results were analyzed on
CFD-Post. The two commercial CFD packages ANSYS FLUENT 14
Fig. 2. Two layout arrangements of CRAC
and grid-generation software GAMBIT 2.4.6 are used for data pro-
cessing, analysis and presentation. The convergence criterion for
the root mean square values of the equation residuals was set to
0.001.
4. Performance parameters indices

A lot of non-dimensional performance-key parameters, RTI, SHI,
RHI were previously used as indices parameters for the data cen-
ters performance. RTI is defined as the ratio of the airflow through
CRACs over airflow through IT racks. RTI is used as a measure of
data center energy performance. A value of RTI above 100% means
existence of hot air re-circulation and the rise of racks intake tem-
peratures. RTI below 100% means cold air by-passed the racks and
returned directly to the CRAC. The optimum RTI target value as a
measure of the energy performance is 100%.

The supply heat index (SHI) is defined as the ratio between heat
gained by the air in cold aisle before entering racks and heat gain
by air after leaving the rack exhausts. Assuming equal mass flow
rates at inlet and outlet of racks, SHI can be rewritten as the ratio
between air temperature rise before racks inlet, total air tempera-
units distributions in data centers.
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Fig. 3. Air flow rates distributions in perforated tiles for Layouts 1 and 2.
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ture rise after rack exits. SHI is used as an indicator of thermal
management and energy efficiency of racks. RHI is considered as
a complement to SHI; i.e. SHI þ RHI ¼ 1. The ideal optimum values
of SHI and RHI are 0 and 1 but the target practical values are 0.2
and 0.8.

Extensive grid refinement study has been carried out to deter-
mine the effect of grid size on the accuracy of the numerical solu-
tion and insure grid independent results. The index of overall
performance parameters (SHI, RHI and RTI) were used to analyze
the results of different levels of meshes to find the grid indepen-
dent solution [17]. The capability of the present numerical model
in predicting actual data of data center is checked by comparing
the results of the present model with the results of previous exper-
imental and numerical work [25–27].
a) First rack.

Fig. 4. Temperature distribution at the
5. Results and discussion

Numerical experiments were conducted for the two arrange-
ments layouts of the CRACs units. In each layout, air flow and tem-
perature distributions in the data center are obtained and
analyzed. The data center performance index matrices SHI, RHI
and RTI are calculated from the temperature distribution results.

Fig. 3 shows air flow rates throw the perforated tile in front of
each rack of the racks row for the two layouts. The air flow rates
distributions were obtained from modeling of the air plenum with
the perforated tiles. For the two layouts, the figure shows that the
air flow rate is symmetric around the middle rack due to the sym-
metric of the problem (equal distribution of the CRAC units on both
sides of the racks row and CRAC units perpendicular to the rack
row) where the air flow rates and consequently the air discharging
velocity appears small in the tiles near the CRAC units and
increases until it reaches its maximum in the middle perforated
tile (PT4). This air flow distribution agrees with the results of Sch-
midt et al. [5] and Nada et al. [17] which show the same trend. This
distribution of the air flow rate causes bypass of the cold air from
the cold aisle to the hot aisle at the middle rack in layouts and
causes recirculation of the hot air from the hot aisle to the cold
aisle at the first and last racks of layouts. Fig. 3 also shows that
air flow distribution in layout 2 is more uniform than layout 1. This
uniformity reduces both of cold air bypass in the middle racks and
hot air recirculation in the ends racks of the racks row.

Fig. 4 shows the temperature distribution around the first and
middle racks of the racks row for layouts 1 and 2. As shown in
the figure, in layout 1 a high recirculation of the hot air from the
hot aisle to the cold aisle and cold air bypass occurs at the ends
rack and middle racks, respectively. This causes hot spots at the
upper servers of the ends racks and lower servers in the middle
rack. This can be attributed to the air flow distribution along the
racks row (see Fig. 3) where high air flow rates exists at the middle
b) Middle rack.

1) Layout 1. 

2) Layout 2. 

first and middle in layout 1 and 2.
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rack and low air flow rate exists at the ends racks. However in lay-
out 2, the air flow distribution along the racks row becomes more
uniform where the air flow rate at the middle rack decreased and
the air flow rate at the ends racks increased eliminating the cold
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air bypass and the hot air recirculation at the middle and ends
racks, respectively. Eliminating the cold air bypass at the middle
rack in layout 2 eliminates the hot spots formed at the bottom ser-
ver of the middle rack but may create hot air recirculation at the
top of the middle rack as shown in Fig. 4-b for layout 2.

Fig. 5 shows the comparison between the performance indices
RTI, SHI and RHI of the two CRAC units layouts arrangements.
The figure shows the symmetry of RTI, SHI and RHI around the
fourth rack for the two layouts. This can be attributed to the sym-
metry in air flow rates around the fourth rack (see Fig. 3). Fig. 5 also
shows the decrease of RTI and SHI and the increase of RHI in the
two layouts as the rack number in the rack row increases until
the fourth rack. This can be attributed to the increase of the air flow
rate and air velocity with increasing the number of the rack in the
row which leads to recirculation of the hot air from the hot aisle to
the cold aisle at the first and second racks and bypass of the cold air
at the middle rack. Increasing the air flow rate at the middle rack
decreases the temperature of the zone around the rack servers
and increases the possibility of the cold air bypass above the rack
and this decreases SHI to the recommended value <0.2 (good)
and decreases RTI (118% for layout 1 and to 100% to layout 2).
Fig. 5 shows that SHI of end and middle racks in layout 2 lie in
the recommended range (<0.2) and is lower than those of layout
2. The figure also shows that RTI of layout 2 lies in the recom-
mended range (100%) and is lower than that of layout 1 which lies
above the recommended range (>118%). This can be attributed to
the decrease of the air flow rate at the middle rack and the increase
of the air flow rate at the ends rack of layout 2 as compared to lay-
out 1 which lead to the decrease of the cold air bypass at the mid-
dle rack and the hot air recirculation at the ends racks. However, in
layout 1, increasing air flow rates at the middle of racks and conse-
quently the reduction of the air flow rates in ends racks lead to hot
air recirculation from the hot aisle to the cold aisle at the first and
second racks leading to the increase of RTI and SHI of the ends
racks to be outside the recommended range (RTI becomes more
than 100% and SHI becomes more than 0.2).

The trends of RTI, SHI and RHI shown in Fig. 5 are supported by
the temperature distribution around the first, middle and last rack
that are shown in Fig. 4 where (i) hot air recirculation at the ends
racks and cold air bypass with the appearance of hot spots at the
bottom server of the middle racks are noticed for layout 1, and
(ii) hot air recirculation at the first rack and cold air bypass at
the middle rack were eliminated for layout 2 with the appearance
of hot air recirculation at the middle rack.

6. Conclusions

Numerical investigations of the performance of high density
data centers using perforated air tiles have been carried out for dif-
ferent layouts arrangements of the CRAC units. Temperature distri-
bution, air flow characteristics particularly hot air recirculation and
cold air bypass, cooling efficiency and thermal managements in
data centers are evaluated in terms of the performance parameters
(RTI, SHI and RHI). The results showed that locating the CRACs
units perpendicular to the racks row (i) enhances the uniformity
of the air flow from the perforated tiles along the rack row, (ii)
reduces hot air recirculation at the ends racks and the cold air
bypass at the middle rack of the row and (iii) enhances the overall
performance parameters RTI, SHI and RHI of the data center.
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